
392 

 

Sheida Marzban & Gyöngyi Fábián:  

Second language learners’ reading strategies. 

The case of intersemiotic relations 

Argumentum 18 (2022), 392–409 

Debreceni Egyetemi Kiadó 

DOI: 10.34103/ARGUMENTUM/2022/22 

Tanulmány  

Sheida Marzban & Gyöngyi Fábián 

Second language learners’ reading strategies. 

The case of intersemiotic relations 

 

Abstract 

The current paper discusses a pilot study with a focus on L2 learners’ multimodal reading habits. More specifically, 

the study seeks to investigate (1) how second language learners read multimodal texts of different image-text 

relations, (2) which image-text relation builds a stronger visual or verbal mental representation of the text, and (3) 

whether age affects multimodal reading processes. In the present study, we focus our attention on students’ reading 

practices of two types of multimodal texts which demonstrate the image-more-general-than-text and text-more-

general-than-image relations (Martinec & Salway 2005) of visual and verbal representations of meaning. To do 

so, 70 B1 level Hungarian English language learners attend the research to read and respond to an online 

multimodal reading test. The preliminary results reveal that not all intersemiotic relations lead to a stronger mental 

model of multimodal texts; also, the generality of the mode and the degree of participant’s visual involvement with 

the text affect both the processing and speed of reading and information recall. In addition, as far as the 

participants’ age is concerned, adult second language learners spend longer time on reading multimodal texts and 

rely on images more frequently to respond to the texts. The present research may develop more comprehensive 

theoretical accounts of multimodal reading among L2 learners and inform pedagogical practices.  

Keywords: multimodality, L2 reading, intersemiotic relations, multimodal literacy 

1  Introduction 

Reading has long been multimodal including various modes such as font size and letter size to 

accompanying hyperlinks, audios and images in recent years. The advent of technology in the 

digital age allows for creating texts of varied formats to present language and has changed “the 

how and the what of reading” (Abraham & Farías 2017: 59). This shift to multimodal texts as 

the primary source of communication in the digital age adapts and transforms traditional 

reading models which consider reading as an individual and often passive activity and 

incorporates the semiotic approach to examine reading multimodal texts and develop literacy 

practice (Abraham & Farías 2017).  

Second language learners are also actively involved in dealing with multimodal texts 

(written or spoken texts and images) which are believed to improve reading comprehension and 

facilitate learning (Pellicer-Sánchez 2022). Despite the extensive use of multimodal texts in 

second language learning, little research has been done to investigate how L2 readers create 

meaning from multiple sources of semiotics in learning materials and how these affect the 
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readers’ attentional demands and cognitive processes (Pellicer-Sánchez 2022). Previously, 

multimodal texts were typically addressed in relation to the specialisation of modes, claiming, 

for instance, that images describe spatial information and speech or writing is apt for logic 

reasoning or sequential information (Kress 2003). However, this is a simplification of the 

multimodal perspective (Unsworth 2007) and it is essential to investigate various resources and 

the interaction between them and subsequently develop intersemiotic meaning making skills. 

Having said that, we believe that teachers and researchers need to study learning and 

teaching processes from both the production (how information in multimodal messages is 

designed and delivered by the sign-maker) and the reception (how multimodal messages are 

perceived and interpreted by the users) perspectives (Bucher 2011) in the multimodal 

environment of the contemporary classroom. Reception studies also help the researchers 

understand how readers exploit different semiotic resources to reach their final understanding 

and whether all the modes are equally effective and helpful in learning and reading 

comprehension.  

Thus, it is crucial to analyse second language learners’ multimodal reading strategies and 

investigate cognitive processes during their reading and understanding of multimodal discourse. 

For this reason, the present article attempts to give a better understanding of second language 

learners’ multimodal reading processes related to two types of text-image relations.  

1.1  Multimodality 

Visual displays form an increasing significant part of our everyday life. Moreover, compared 

to a few decades ago, more pictures, diagrams and graphs are used for learning and teaching to 

exert “supportive effects on communication, thinking, and learning” (Schnotz 2002: 102). As a 

result, it is not possible to think about literacy solely as a linguistic accomplishment anymore 

and that the time for the co-existence of language, print literacy and learning is over (Kress 

2003). Thereby, learners need to comprehend, interact with and produce multimodal texts using 

various and potentially complex semiotic modes such as images, audios and videos (Jewitt 

2008). The form of representation is essential to meaning and learning and shapes what and 

how is to be learned (Jewitt 2008). Hence, it is essential to better understand how students 

interact with the multimodal teaching and learning materials in the contemporary multimodal 

classroom. 

Paivio’s dual coding theory (1986) acknowledges the benefits of multimodal texts for 

literacy development and explains how pictures facilitate learning from texts (Clark & Paivio 

1991). 

According to his theory, two interconnected but still independent systems serve cognition, 

one of which processes verbal (e.g., text and speech) and the other one encodes visual 

information (e.g., images and graphics). Meaningful learning involves building connections 

between visual and verbal representations and their active processing (Mayer & Moreno 2003). 

Building on the Dual Coding Theory, Mayer (1997) also develops the Cognitive Theory of 

Multimedia Learning, according to which visual and verbal information is processed and 

encoded through different cognitive subsystems. Readers choose the relevant words and 

images, create their prepositional representations and develop the information into visual and 

verbal mental models established on the text which will be later integrated and mapped onto 

each other. Based on his multimedia theory, Mayer (2009) compiles a list of principles which 

defines successful multimedia learning. The multimedia principle explains that students learn 

https://benjamins.com/catalog/persons/313109851
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better from visual and verbal information integrated than from verbal information alone. The 

coherence principle states that students learn better when irrelevant material is excluded and 

redundancy occurs when the same information is presented in simultaneous multiple 

forms (Mayer 2001). The Generative Theory of multimedia learning (Mayer 1997) is concerned 

with meaningful learning which involves cognitive activities of selecting, organizing and 

integrating verbal and pictorial representations. It explains that the amount of information 

which can be processed by learners via each channel is limited (limited-capacity assumption). 

Cognitive Load Theory suggests that “effective instructional material facilitates learning by 

directing cognitive resources toward activities that are relevant to learning rather than toward 

preliminaries to learning” (Chandler & Sweller 1991: 293). Thus, learning is enabled when 

redundant information is removed from multimodal materials and avoids the learners’ addition-

nal cognitive load (Kalyuga, Chandler & Sweller 1999). 

Despite Paivio and Mayers’ principles, which support the use of pictures alongside text in 

multimodal texts, a great deal of empirical research has been conducted in the context of domain 

learning, especially science in L1 (Johnson & Mayer 2012). Jakobsen (2019) states that 

language learning is different from domain learning as language is still considered the main 

mode of communication, adding that multimodality is about recognising modes in connection 

with language and is not necessarily concerned with replacing it. In the light of the 

aforementioned, more research is required to enhance our understanding of multimedia 

principles and their applicability in L2 learning contexts.  

1.2  Multimodality and second language learning 

Due to the advent of technology, the current teaching and learning environment has become 

increasingly multimodal and teaching materials, such as textbooks, employ multiple modes of 

presentation including images and texts which will hopefully support reading comprehension 

and facilitate learning (Pellicer-Sánchez 2022). This gradual change in knowledge 

representation, from language being the dominant representational mode to a greater use of 

various kinds of images (Bezemer & Kress 2008), necessitates research on various resources 

readers use and on how they move between visual and verbal information to read multimodal 

texts. Furthermore, studies must be conducted on the main challenges in using and combining 

different meaning making resources.  

Although most of Mayer’s work has focused on L1 and domain learning, due to the absence 

of a more relevant theoretical account, his principles of multimedia learning have been applied 

in the interpretation of the findings from L2 multimodal studies (Pellicer-Sánchez 2022). For 

instance, while redundant information in multimodal materials is believed to create cognitive 

overload and inhibit learning by such concurrent presentations (Mayer 2009), Lee and Mayer 

(2018) observe a reversed redundancy effect in L2 context. For instance, according to their 

findings, learners who are exposed to the narrated video and onscreen text learn better than 

students who only watch the narrated video due to the fact that the printed text provides a more 

long‐lasting display which contributes to their full processing of each word. Hence, it is 

essential to develop efficient models for L2 multimodal and multimedia language learning 

because its primary goal is to master a new language and not to learn about a specific domain 

(Schnotz & Baadte 2008). 

Recent research on multimodality in L2 appears to discuss different aspects of the teaching 

and learning process. So far studies in multimodality and L2 learning have primarily focused 

https://www.jbe-platform.com/search?value1=Ana+Pellicer-S%C3%A1nchez&option1=author&noRedirect=true
https://www.jbe-platform.com/search?value1=Ana+Pellicer-S%C3%A1nchez&option1=author&noRedirect=true
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on multimodal discourse analysis of language textbooks (Chen & Qin 2007; Salbego et al. 2015; 

Tan 2012). The findings suggest that vigorous layout and image ease literacy learning, 

encourage students to participate in learning practice, support students’ understanding of the 

activity and facilitate learning. On the other hand, a few studies investigate how teachers teach 

multimodal texts and relate visual forms of knowledge to learning. Ajayi (2012), for instance, 

states that teachers integrate visual images to contextualize instruction, however, they also have 

different attitudes towards multimodal texts depending on whether the images enhance second 

language acquisition or distract students from understanding the linguistic message. The effect 

on students’ language acquisition is also in the focus of research. Choi and Yi (2016) mention 

that multimodal approach develops students’ English skills and help them apply their 

knowledge to real life situations (Choi & Yi 2016). Hernandez (2004) examines the effect of 

captioned text and video on listening comprehension and vocabulary acquisition. The results 

suggest that the application of AVT (audio, video and text) aids vocabulary acquisition and 

listening comprehension most. Students also attend to the modes (video or text) which support 

comprehension and facilitate learning. Better performance on short-term comprehension tasks 

and in both short- and long-term memory vocabulary tasks result from the semantic match 

between audio-video-text resources (Bianchi & Ciabattoni 2008). Textual enhancement in 

captions is also a useful pedagogical tool to develop L2 grammatical knowledge (Lee & Révész 

2018). It can be concluded that empirical research into the effect of static images on reading 

and listening comprehension reveals that static pictures in multimodal texts improve reading 

comprehension and facilitate decoding words and learning vocabulary (Bisson et al., 2015; 

Elley & Mangubhai 1983). However, compared to the images, both young and adult L2 learners 

rely on written texts more frequently (e.g., Serrano & Pellicer-Sánchez 2022; Tragant & 

Pellicer-Sánchez 2019).  

To sum up, we can claim that most L2 multimodal studies concentrate on multimodal 

discourse analysis of language textbooks and the effect of captioned videos on listening 

comprehension, vocabulary and grammar learning. Thus, more research is required to explore 

the effect of age and intersemiotic relations on L2 multimodal reading processes. 

2 Main objectives of the research  

The present piece of research is an attempt, on the one hand, to investigate whether ageing 

affects reading and recalling multimodal texts and, on the other hand, to shed some light on 

what type of image-text relation facilitates reading and maximizes comprehension. In our work 

we seek responses to the following questions:  

1. How does the generality of a particular mode (e.g. visual or verbal) affect reading 

multimodal texts? 

2. What mode (visual or verbal) do second language learners rely on to answer comprehen-

sion questions? 

3. How does ageing affect multimodal reading and information retrieval? 
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3 Research design and procedure  

In this section, the development of the research instrument along with the theoretical 

frameworks are explained. Second, the two multimodal texts considered for the present research 

are presented. Third, the demographic background and learning context of the participants are 

discussed along with the sampling procedure. Finally, the research procedure is provided in 

details.  

3.1 Research instrument  

3.1.1 Online multimodal reading test  

The primary multimodal reading test instrument was developed following Martinec and 

Salway’s (2005) and Engebretsen’s (2012) frameworks. Martinec and Salway (2005) believe 

in a mutual relationship between visual and verbal modes. Accordingly, they do not 

discriminate between modes or categorise their relational types based on the type of the mode, 

but rather focus on interactions between visual and verbal modes together in a multimodal 

relation. Their model of “a generalised system of image-text relations” can be used to describe 

relations in which the image is subordinate to the text or the text is subordinate to the image or 

both modes are equally dependent or independent of each other.  

According to their framework, in an unequal relationship one mode is not only subordinate 

but serves the other. However, in an equal relationship the modes are either independent of or 

complementary to each other. In a complementary relationship both modes equally depend on 

or modify each other. And when neither mode depends on each other, and they can exist parallel 

yet separately, they have an independent relationship. When one mode is subordinate, it relies 

on and is only related to a part of the other mode. The enhancement type heightens the other 

mode by providing circumstantial information of a place, time, purpose or reason. Tension 

between image and text also happens when the visual information is different from the verbal 

information (Engebretsen 2012).  

The primary multimodal reading test includes twenty multimodal texts with ten different 

image-text relations. Two texts are designed for each type of image-text relation.  

‒ Image-text-independent 

‒ Image-text-complementary  

‒ Image-text-tension 

‒ Text-more-general-than-image 

‒ Image-more-general-than-text 

‒ Text-subordinate-to-image 

‒ Image-subordinate-to-text  

‒ Image-enhances-text-place 

‒ Image-enhances-text-time 

‒ Image-enhances-text-reason  

In order to develop the multimodal reading test, the researcher browsed available ESL textbooks 

widely used in language classrooms, such as English File (3rd Edition) and Headway, and 

analyzed the visual and verbal relations in multimodal texts applying the frameworks described 
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above. The multimodal texts, which carry one of the ten image-text relations, were selected to 

create the test.  

After each multimodal text one question with two answers was developed (see Figures 1 and 

2). Among the answers the first and the second answers include verbal and visual representation 

of the multimodal text (visual and verbal responses), respectively. Flexiquiz website, an online 

quiz and assessment maker, was used to present the test, where the multimodal text was shown 

on the first and the question on the second slide. The backward button was also disabled, so the 

participants could not go back to the text when answering the question. This method was applied 

to enable us to investigate what mode the participants relied on more and also to identify what 

information they could recall more quickly in order to answer the questions.  

3.1.2 Multimodal texts with IGT and TGI relations 

In the present research, two types of the image-text relations of the framework are included 

from the study, namely image-more-general-than-text (IGT) and text-more-general-than-image 

(TGI) relations. According to Martinec and Salway (2005: 352), “when the level of the 

generality of the image and the text is different, either the image or the text can be more 

general”. In figure 1, which demonstrates an IGT relation, there is a general picture of a lake, 

while the text makes the topic more specific (Loch Ness).  

 

 
Source: retrieved from http://whapub.com/pubs/craigdarroch-inn-am-fuaran-bar-foyers   on August 20, 2021 

Figure 1. Image-more-general-than-text relation 
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In contrast, in Figure 2, a representation of TGI relation, the general term ‘sport’ is used in the 

text while the image specifies the sport through the concept of ‘volleyball’. 

 
 

 
Source: retrieved  from https://www.meetup.com/denvervolleyball-103/  on August 20, 2021 

Figure 2. Text-more-general-than-image relation 

Originally, two multimodal texts were designed for each type of visual-verbal relation (See 

section 3.1.1 for more information.). However, based on the results from the online multimodal 

reading test, two texts were removed from the pilot questionnaire. Therefore, the results of two 

multimodal texts, one each type (Figure 1 and 2) are discussed in this paper.  

3.2 Sampling procedure 

3.2.1 English language tests and participant selection 

The final sample of participants in our research was established through the application of two 

types of proficiency tests administered in two distinct groups of language learners. The main 

aim of the testing procedure was to identify the participants of the research with a proficiency 

level of B1. 

English level B1 is the third level of English in the Common European Framework of 

Reference (CEFR), a definition of different language levels written by the Council of Europe. 

In everyday speech, this level would be called “intermediate” and is the official level descriptor 

in the CEFR. At this level, students are beyond the basics but are still not able to work or study 

exclusively in English. They have the ability to express themselves in a limited way in familiar 

situations and to deal in a general way with non-routine information. 

On the one hand, some students from a secondary school in Veszprém, Hungary completed 

a set of test tasks from B1 Euroexam practice test book, which was selected and presented on 

the online platform Flexiquiz. The test included 3 reading tasks and 20 questions in total. The 

https://www.meetup.com/denvervolleyball-103/
https://www.efset.org/cefr/
https://www.efset.org/cefr/
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tasks are explained in details in Table 1. No images were included in the texts. The students 

had 60 minutes to complete the test.  

 
 Type of task Number of questions 

Task 1  Match the headings with the paragraphs.  8 

Task 2 Read the texts and decide if the information is in text A, B, C 

or D. 

7 

Task 3 Read the text and answer the multiple-choice questions about 

it. 

5 

 

Table 1. Type of task and number of questions in Euroexam test 

According to Euroexam website (euroexam.com) candidates need to score 60% of the total 

marks with a minimum of 40% in each skill (reading, writing and listening, and speaking skills) 

to reach B1 level. Because only the reading section of the Euroexam test was used to evaluate 

the participants’ English language proficiency, 60% of the total marks was considered as the 

pass mark in our research. 

Initially, 20 students in a classroom at a secondary school completed the B1 Euroexam test. 

The teacher had already informed the researcher that the students demonstrated around B1 

English language proficiency. Based on their results, 9 students who answered 60% (or above) 

of the questions correctly were selected for the research. Their mean result was 82.11 with a 

standard deviation of 12.03, which shows that their exam scores were within the minimum of 

71 and maximum of 100 (Table 2).  

 
 N Minimum Maximum Mean Std. Deviation 

Euroexam test results  9 71.00 100.00 82.11 12.03 
 

 Table 2. Descriptive statistics of Euroexam test results 

On the other hand, 61 B1 second language learners from a language school in Veszprém, 

Hungary attended the research. The language school students had been required to complete a 

placement test run by the language school before enrolling for their courses. The written 

placement test included 60 grammar, vocabulary and language function questions in total from 

A1 to C1 level and the students were ranked based on the number of the questions they could 

answer. The language learners were later interviewed by the head teacher to evaluate their 

speaking skill.  

3.2.2 Participants  

70 Hungarian L2 learners of English attended the research. The selected sample represents two 

age groups of 13–30 (young adult and adult) (Group A) and 31–46 (middle-aged) (Group B) 

participants. There were 30 and 40 participants in Group A and B, respectively (Table 3). All 

the participants demonstrated the same level of proficiency (B1) at the time of the research. 

None of the participants studied English as their major of study. 
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Age group Number of participants 

Group A (13–30) 30 (42.9%) 

Group B (31–46) 40 (57.1%) 

Total  70 (100%) 
 

Table 3. Number and percentage of participants in Group A and Group B 

Considering the gender of the participants, there were more male participants in Group A 

(63.3%) than group B (47.5%). In group A, male participants dominated while in Group B 

males and females almost shared the same percentage (Table 4).  

 
Age group Male  Female  

Group A (13–30) 19 (63.3%) 11 (36.7%) 

Group B (31–46) 19 (47.5%) 21 (52.5%) 
 

Table 4. Number and percentage of male and female participants 

3.3  Procedure of data collection and analysis  

As the research was conducted during the COVID-19 lockdown and school closures period, in-

person meeting with the students was not possible, so data collection was achieved completely 

online. To collect data from the secondary school students, first the researcher acquired the 

permission from the school principal to run the research. The researcher was not allowed to 

contact the students so the course teacher was informed about the aim and procedure of the 

research via email. The teacher was asked to explain the aims and procedures of the research to 

the students during her online lessons with the students. She also emphasized that participation 

in the research was completely voluntarily. The link to the Euroexam test was sent to the 

teacher, which she forwarded to 20 students. After finalizing the Euroexam test results, the 

teacher was informed about the students’ achievements. 9 students who passed the exam at B1 

level later received the second link to the online multimodal reading test sent by the teacher.  

In order to collect data from the language school, the researcher discussed the details of her 

research, its aim and procedures with her B1 level students during online lessons and asked 

students to contribute to her research by filling in the online multimodal reading test. Later, the 

researcher sent the link of the online test to 72 students, which was completed by 61 persons.  

By clicking on the link, all the participants were directed to Felixquiz website where they 

could first read the consent form consisting of a description of the study, the research process 

and the statement of confidentiality of the data collected during the study. The participants were 

required to tick the consent box and click the ‘submit button’. Next, they were asked to complete 

the online multimodal reading test including 40 slides (20 multimodal reading texts and 20 

response texts). The participants were required to register before the test entering their email 

address, gender, and age. After the registration, they were directed to the instruction page which 

asked the participants to read the images and texts thoroughly and answer the relevant 

questions. It was made clear that there were no right or wrong answers to the questions. The 

registration process and the instruction for the test was written in Hungarian in order to avoid 
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any misunderstandings of the language. The data were later exported to Microsoft Excel and 

IBM SPSS Statistics version 25 for further analysis.  

4 Results 

In this section, the general results from the online multimodal reading test instrument are 

discussed and later, the findings per age group are presented. 

4.1 Multimodal reading  

In this section, the preliminary results from the online multimodal reading test are set forth. 

Comparing the responses in TGI and IGT texts in Table 5, the results reveal that the participants 

select verbal responses more readily to answer the questions in both types of multimodal texts, 

however, the percentage of verbal responses is much higher in the TGI (88.57%) text than the 

IGT text (57.14%).  

 
Image-text relation Verbal response Visual response 

TGI  62 (88.57%) 8 (11.43%) 

IGT 40 (57.14%) 30 (42.84%) 
 

Table 5. Number and percentage of visual and verbal responses 

Figure 3 shows the average time (mean duration) the participants spend on reading and respond-

ing to the texts. The results indicate that the participants spend less on average reading a TGI 

text (10s) compared to an IGT text (13s). The mean duration of response also indicates that the 

longer time they spend on reading texts the shorter the information retrieval process is (13s to 

10s for the IGT text) and vice versa (10s to 14s for the TGI text).  

  

 

Figure 3. Mean reading and response duration (in seconds) 
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It can be inferred from the results that in general participants trust more in the written text than 

the image. However, the effect of the generality of the mode on the reading and information 

recall process cannot be ignored. The preliminary findings reveal that the general mode 

provides a ground for the participant’s knowledge and comprehension, thereby speeding up and 

facilitating the reading process. Consequently, participants spend shorter time on reading TGI 

as their reliable source of information is also more general than the image which accelerates the 

reading task and discourages the participants from searching the image. However, the specific 

information in the verbal information of IGT text slows down the comprehension and increases 

the reading time and, in consequence, might direct the attention to the image in search of some 

scaffolding for their comprehension. The findings also confirm that the longer time participants 

spend reading the text, the shorter will the response time be; conversely, the long information 

recall duration is proceeded by a short scrutiny of the multimodal text. The results may allow 

for the conclusion that longer reading duration indicates higher involvement with the 

multimodal text and easier subsequent information recall. It can also be inferred that the 

presence of a general image in IGT provides some background information which increases the 

participants’ interaction and involvement with the image, and thereupon contributes to a 

stronger mental representation of the multimodal text, faster response time and a higher 

percentage of visual responses. However, the general verbal information in TGI does not 

encourage the readers to interact with the image, which results in a looser mental representation 

of the multimodal text, longer recall information duration and a higher percentage of verbal 

responses.  

4.2 Age and multimodal reading  

In this section, the effect of age on multimodal reading is outlined. The results show that Group 

A prefer verbal responses more frequently than Group B in both texts, however, the difference 

is more considerable in the IGT text. Group A also spend shorter time on average reading and 

responding to the texts than Group B. The findings also reveal that the reading time affects the 

response duration and that recalling verbal information takes a shorter time than that of the 

visual information.  

According to Table 6, in total, Group A (83.33%) choose verbal responses in multimodal 

texts more frequently than Group B (65%). Considering the type of the image-text relation, the 

difference is even more striking in the IGT text where 70% of the participants in Group A rely 

on verbal information, which is much higher than in group B (47.50%). Regarding the TGI text, 

96.66% of participants in Group A select the verbal response while the percentage for Group B 

is 82.5%.  

 
 13–30 (group A) 31–46 (Group B) 

Image-text relation Visual verbal Visual verbal 

TGI  3.33 96.66 17.5 82.5 

IGT  30 70 52.50 47.50 

Total 16.66 83.33 35 65 

Table 6. Age groups and percentage of visual and verbal responses 
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An independent samples t-test was also run to compare the responses for Group A and Group 

B. The results found a significant difference (t(68)=2.246, p=.028) between the mean scores of 

responses in Group A (M=1.66,SD=.54667), which chose verbal responses more often than 

Group B (M=1.30, SD=.75786).  

Considering the average reading and response duration (Mean of means), Group A, on 

average, spend less time on reading and responding to texts (10s) than Group B (13.25s) (Table 

7). Running the independent samples t-test also confirms that this difference is significant 

(t(68)=-2.213, p=.030) between Group A (M=0.1014, SD=.04516) and Group B (M=.1309, 

SD=.06146).  

The results also corroborate that the reading time affects the response duration. The longer 

the reading time, the shorter and easier the information recall is, and vice versa, especially for 

Group B who spent 11s and 16s to read and respond to the TGI text. Conversely, it took them 

15s and 11s to read and respond to the IGT, respectively. 

 
 13–30 (Group A) 31–46 (Group B) 

Image-text relation Mean reading 

duration 

Mean response 

duration 

Mean reading  

duration 

Mean response  

duration 

TGI  10 10 11 16 

IGT  11 9 15 11 

Mean 10.5 9.5 13 13.5 

Mean of means 10 13.25 
 

Table 7. Age group and mean reading and response time duration (in seconds) 

Moreover, there is a strong negative correlation between the type of responses (visual and 

verbal) and the response duration (r =-318, n =70, p =.007) which shows that recalling verbal 

takes a shorter time than recalling visual information.  

In sum, Group A spends less time reading and responding to multimodal texts and they also 

highly trust verbal information to answer the questions. However, Group B has a longer 

duration of reading and response time and rely on images more frequently to respond to the 

texts. The reading time also affects the duration of response time which means the longer the 

reading takes, the shorter the information retrieval process will be. Moreover, the findings 

explain that the time period for recalling verbal information is shorter than recalling visual 

information.  

5 Conclusion  

The present research attempts to investigate how L2 learners of different age range read and 

process information in multimodal texts with different intersemiotic relations. The findings 

indicate that participants consider language as the main source of information which they trust 

more often. This could result from the fact that English language proficiency for L2 learners 

has traditionally meant and encompassed mastering of linguistic knowledge and skills (e.g., 

vocabulary, grammar and reading) for comprehension and communication (Hung, Chiu & Yeh 

2013: 400). This conventional notion considers literacy only as a set of decoding and encoding 

skills which L2 learners need to master. Jakobsen (2019) believes that language learning is 

different from domain learning as language is still considered to act as the focal mode.  
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Moreover, in educational settings students are usually assessed based on the end product 

rather than the process of learning. Prevailing monomodal methods of assessment and the lack 

of multimodal assessment framework (Unsworth 2008) hinder students from developing critical 

multimodal reading ability and perceptions. The presence of the questions in the multimodal 

reading test might create a washback effect (Alderson & Wall 1993) by reminding participants 

of school and university exams and, as a result, prevent them from tapping into higher-order 

reading skills. This can be confirmed by the fact that some participants had expressed their 

concerns to the researcher about their possible grades before the test.  

The results also reveal that visual and verbal information is processed in different cognitive 

subsystems (Paivio 1986). The participants move between the visual and verbal information to 

evaluate their modal loads, identify the relation between the modes, build visual and verbal 

mental representations of the text and later map them onto each other to construct meaningful 

reading paths. Paivio (1979) believes the information which is memorised through words (left 

hemisphere of the brain) and a picture (in the right hemisphere of the brain) sets up a powerful 

combination in the memory. In this research, the generality of the mode and the degree of the 

participant’s visual involvement with the text affect the reading and information recall 

processing and speed. The participants spend shorter time on reading TGI where the general 

written text does not invite the reader to search the detailed image for extra information. 

Proposing an example of sport (volleyball), the component image narrows down and does not 

expand the concept of sport which increases the uncertainty condition for the readers. The 

distracting details in the image confuse the readers (Pan & Pan 2009) and partly result in a 

looser mental representation of the multimodal text and also in longer duration of response. 

Regarding the IGT text, detailed information (e.g., Loch Ness) in the verbal discourse slows 

down the comprehension and increases the reading time, which results in learners’ searching 

for the visual support. The general image builds a familiar ground (a lake) and acts as a schema 

for the readers to build their knowledge on and develop their comprehension, which 

consequently contributes to a stronger mental representation of the multimodal text and faster 

response time. The picture promotes reading comprehension and has a more facilitative effect 

by providing information that is difficult for the readers to comprehend through the text 

(Gyselinck & Tardieu 1999; Pan & Pan 2009). Another reason could be that in IGT text the 

image repeats and expands the information in the verbal information, and consequently aids the 

task of recall and recognition, called redundancy principle by Mayer (2001).  

Pictures can improve reading comprehension and recall when they do not include too much 

information from the content of the reading text, represent the language complexity of the text, 

and primarily, supplement the representation of the information which the text itself also invites 

the readers to process (Levin 1983; Omaggio 1979). To conclude, although pictures play a 

positive role in supporting the readers’ comprehension as additional sources of information, not 

all intersemiotic relationships lead to a stronger mental model of multimodal texts. Pictures 

primarily supplement the information where the text itself invites the readers to read and 

process. Nevertheless, images can regulate their readers’ mnemonic effectiveness.  

Considering the age of the participants, the findings reveal that it takes longer for Group B 

(31–46) to read and respond to texts due to their age (İyigün, Bekircan, Maviş 2018) and in 

addition, they rely on images more frequently to respond to the texts. According to Chen et al 

(2019), reading speed increases with age but deteriorates when adults reach 40 and above, 

which could be due to the decline across different domains of cognitive function (Cullum et al. 

2000), memory decline (Grady & Craik 2000), poorer working memory (Park et al. 2002) and 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3890428/#R40
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3890428/#R40
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3890428/#R61
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3890428/#R133
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reduced information processing speed (Eckert et al. 2010). Thus, they more frequently look for 

visual cues which reinforce information provided in the text and help improve comprehension. 

Another reason could be that Group A (13–30) are digital natives (Marsh 2005), who are 

surrounded by multimodal information, videogames and social media and interact with and 

process the knowledge faster than their prior generation (Prensky 2001). Using the internet also 

involves reading a lot of creative and non-linear multimodal (e.g., hypertext and hyperlinks) 

texts with eye-catching visual effects in wide varieties of formats, lengths and topics, which 

constantly compete for the attention of the reader (Afflerbach & Cho 2010). Therefore, students 

might power down and lose interest when they read static linear multimodal texts which are 

different from the digital multimodal world and may end up skipping several words. This 

demonstrates shorter reading duration and lower visual engagement.  

Hardiess and Weissert (2021: 2) also mention that “people have a habit of reading text 

because our prior experiences have taught us that text often conveys important information and 

incorporate text as high-level (feature) object”. In addition to language schools, what other 

educational settings (e.g. schools, colleges and universities) offer students and prepare them for 

in domain learning differs from the visual and pictorial world outside school (Kress 2003) and 

students are mostly habituated into learning the language content. This habit formation during 

education − starting from early childhood and continuing in adulthood at universities − might 

gradually fade away as students graduate. This might explain why Group B (31–46) trust visual 

information more frequently to answer the question as they are no longer in educational settings 

where language and its content are assessed and overvalued.  

6 Implications of the study and future research  

The present research can help textbook designers and material and app developers to analyse 

available multimodal materials in educational settings to see if they are pacing up with the needs 

of students in different age groups. While young adults may prefer more engaging and attractive 

multimodal texts, middle-aged adults would prefer simple images which develop their reading 

comprehension. Teachers and curriculum designers’ knowledge and awareness of multimodal 

reading contributes to students’ engagement, interpretation and attention through an effective 

combination of semiotic modes of teaching materials. Teachers are also encouraged to develop 

meaningful multimodal texts and create attractive and useful interactive resources which 

maximize learning potentials and exercise students’ metacognitive and multimodal literacy 

skills.  

In the present article, only the results from the online multimodal reading test instrument of 

the pilot study are presented. Eye tracking measurements can also offer valuable empirical 

insights on users’ interaction with multimodal texts and deliver rich and precise data on 

perceptual and cognitive processing during multimodal reading. Future research can include a 

larger sample of texts with different degree of visual and verbal generality  and a larger group 

of participants to refine and generalise our findings related to the multimodal reading processes 

of L2 learners. Also, more research is required to use the eye-tracking tool and to examine the 

effect of other visual-verbal relations (e.g., image-text tension, image-text enhancement) on 

reading processes. Moreover, interviews and questionnaires can be adopted to investigate the 

young and middle-aged adult L2 learners’ attitudes to multimodal texts and the role of visual 

information in reading comprehension. Collecting further empirical evidence will surely 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3890428/#R46
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provide a more comprehensive and efficient model of L2 multimodal and multimedia language 

learning environment. 
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