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Abstract

The rise of artificial intelligence (AI) poses new and pressing challenges to socie-
ty. One such challenge is the increasing prevalence of AI systems in political deci-
sion-making, which is often considered as a threat to democracy. But what exactly is 
lost when certain aspects of political decision-making are handed over to AI systems? 
To answer this question, I discuss an extreme case in which all political decisions 
are made by intelligent algorithms that function without human supervision. I will 
call this case Rule by Algorithms. I consider the epistocratic argument for Rule by 
Algorithms according to which as long as algorithms can be expected to produce bet-
ter outcomes than human rulers, we have a good reason to abandon democracy for 
algorithmic rule. Some authors attempt to resist such conclusions by appealing to the 
notion of public justification.  I argue that these attempts to refute Rule by Algorithms 
are ultimately unsuccessful. I offer an alternative argument according to which Rule 
by Algorithms should be rejected because it imposes impermissible constraints on 
our freedom. The discussion of this extreme case provides valuable insights into the 
challenges of AI in politics.
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I. INTRODUCTION

Artificial intelligence (AI) systems exert a profound impact on today’s society.1 
They fundamentally transform commerce, travel and communication, culture 
and learning. In recent years AI also started to shape government and public 
policy. Although one may argue that AI technologies contribute to the efficien-
cy of political decision-making, many view the increasing prevalence of AI and 
automation in political decision-making as a threat to democracy. In this paper 
I discuss this problem by considering an extreme case. Imagine that at some 
point in the future intelligent algorithms that are able to function without hu-
man supervision completely take charge of political decision-making. What ex-
actly would be objectionable about such an arrangement? What values would 
Rule by Algorithms undermine? To answer this question, I present in the first 
section the epistocratic argument for Rule by Algorithms, according to which if 
decision-making algorithms can be expected to make far better decisions than 
humans, then we have a good reason to replace democracy with Rule by Al-
gorithms. Some authors might try to resist such a conclusion by appealing to 
arguments from public reason liberalism. In the second section I discuss this type 
of argument and conclude that it is ultimately unsuccessful. In the third section 
I present an alternative consideration against Rule by Algorithms, based on the 
concepts of freedom and domination.

II. THE EPISTOCRATIC CASE FOR RULE BY ALGORITHMS

It is widely accepted that political decisions ought to be made democratically, i.e. ei-
ther directly voted on by citizens or authorized through some such vote.2 Yet many 
argue that democracy should not enjoy this default status, and other forms of gov-
ernment might be preferable to it. One such proposed alternative is epistocracy, 
i.e. rule by experts or knowers. Its advocates argue that those who have expertise 
that pertains to political decision-making are in a better position to make good de-
cisions than those who lack such expertise. Therefore, if political decision-making 
were left only to experts, its quality could be expected to increase. And, as Jason 
Brennan, one of today’s leading advocates of epistocracy, argues, citizens have a 
fundamental right to competent government (Brennan 2011). Therefore, insofar 
as epistocracy can be expected to be more competent than democracy, we have a 
pro tanto obligation to replace the latter with the former.3

1  For a discussion on the definition of, current research on AI as well as its potential future 
impact on society see Russell and Norvig (2016) and Boden (2016).

2  For a discussion on the definition of democracy, see Waldron (2012) and Goldman (2015).
3  For a more detailed discussion on epistocracy see Gunn (2014), Brennan (2016a), and 

Moraro (2018).
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This epistocratic argument, if successful, provides a prima facie case for intro-
ducing a form of government in which political decisions are made exclusively 
by extremely intelligent and competent AI systems. If some AI systems could be 
developed which reliably emulated those cognitive and deliberative faculties by 
means of which humans make political decisions – except in a much faster, more 
accurate, and more efficient manner – and if these AI systems thereby attained a 
level of competence unavailable to humans or groups of humans, whether a dem-
ocratic public or an expert panel, simply because of their natural limitations, then 
the epistocratic argument – being focused exclusively on the quality of political 
outcomes – would favour these AI systems as rulers over any human, expert or not.

One can conceive of Rule by AI in many different ways. For example, one 
may imagine that AI experts at one point create a superintelligent machine 
which then establishes itself as the robotic overlord of society (Bostrom 2014. 
95). While these scenarios of superintelligent artificial dictators may be inter-
esting, here I would rather focus on a different, no less fanciful, but perhaps 
somewhat more relevant case. AI systems, particularly machine learning algo-
rithms are already in use in many areas of government and public policy. Such 
algorithms already support policymaking through data mining, they help opti-
mizing the provision of public services, they provide risk-assessment data for 
criminal sentencing, they control traffic lights, and carry out many more tasks 
previously done by humans (Wirtz–Weyerer–Geyer 2019; Oswald 2018; Lepri 
et al. 2017; Coglianese–Lehr 2017). Suppose that as these algorithms become 
more sophisticated and efficient, we gradually hand over more and more tasks to 
them until all aspects of legislation, government, and perhaps even judicial tasks 
are handled by intelligent algorithms without human supervision. I call this case 
Rule by Algorithms.

I discuss Rule by Algorithms not because I believe that it can become real-
ity anytime soon. My goal, rather, is to gain insight into the way in which the 
fundamental values of democracy can come into conflict with the increasing 
prevalence of AI systems in society and politics, and today the relevant type of 
AI system is closer to a machine learning algorithm than to a superintelligent 
digital dictator. Furthermore, certain core features of Rule by Algorithms are 
particularly interesting in comparison with the digital dictator scenario, as it will 
become clear in later sections. 

There are a few assumptions I make about Rule by Algorithms here for the 
sake of the argument. First, I assume that Rule by Algorithms can be expected to 
produce significantly better outcomes than human decision-makers; otherwise 
the question of its preferability to democracy would not even arise. Second, I 
assume that ruling algorithms do not form a coherent mind or an artificial person4 

4  Here the term “artificial person” does not refer to the legal concept under which corpora-
tions and the like also count as artificial persons, but rather to a human-made AI system with 
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with its own interests, desires, volitions, beliefs, and so on. Rule by Algorithms, 
therefore, does not mean handing over power to a robotic overlord, but rather 
to a cluster of intelligent algorithms each carrying out various tasks pertaining 
to decision-making. The cooperation of these various algorithms emulates the 
way in which ordinary decision-makers produce outcomes, without constituting 
a coherent mind; in roughly the same way as various algorithms today (e.g., those 
used by social media sites or other online platforms) govern much of our lives 
without necessarily congealing into a single artificial patriarch overseeing our 
activities.5

Third, I assume that the algorithms would be sufficiently independent of 
their makers not to be thought of as mere tools in the hands of those who create 
them. Clearly, some human involvement is necessary for setting up and running 
Rule by Algorithms; someone has to make them, maintain them, etc. But for the 
scenario to be even worthy of discussion, the algorithms must be conceived of 
as being able to function on their own to a great extent, without human super-
vision. Their makers and users cannot have control over or ability to predict the 
outcome of the functioning of the algorithms in a precise manner.6 This assump-
tion is crucially important to distinguish Rule by Algorithms from AI-enhanced 
epistocracy, or from Rule by Software Engineers.

Assuming, then, that such algorithms could take over political decision-mak-
ing, should we let them? One may argue that Rule by Algorithms is impossible. 
It requires human-level AI or Artificial General Intelligence (AGI), which ac-
cording to many authors cannot be constructed (Boden 2016. 153–155). How-
ever, even if AGI is impossible – which it may not be (Turner 2019. 6n19) – it 
is not immediately clear that Rule by Algorithms requires AGI. A further argu-
ment is needed to show that to emulate all the deliberative faculties we use in 
political decision-making requires the artificial reproduction of the human mind 
in its entirety. Such a claim cannot simply be presupposed. And, in fact, it seems 
that in many areas of political decision-making which call for solving coordina-
tion problems and allocating resources efficiently – non-AGI-type – algorithms 
could be expected to do as good if not a better job than humans.

It is true, however, that there is more to political decision-making than solv-
ing coordination problems. Government also involves setting long-term goals 
and settling hard questions of value. But algorithms, the objection goes, could 
not do this on their own; such goals and core values would have to be ultimate-

all the features that constitute personhood in ordinary humans, e.g., a mind, the capacity for 
rational deliberation etc.

5  One may object that any such cluster of algorithms would be bound to constitute a coher-
ent mind and ultimately an artificial person. I will assume without argument that this is not 
the case, acknowledging that if it were, my account would have to be adjusted accordingly.

6  For more on such algorithms and the ethical issues concerning them see Mittelstadt 
et al. (2016).
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ly supplied by humans. Note, however, that the same is true of human deci-
sion-makers. Humans do not conjure long-term goals and values out of thin air; 
we are socialized by other humans, our reflections on values and goals start with 
material we receive from parents, teachers, and society in general. Still, as long 
as we operate on this material in a sufficiently independent manner, we can 
be thought of as making our own decisions. Similarly, perhaps humans would 
supply initial material on which algorithms operate for setting goals and mak-
ing value-judgements; but as long as they function sufficiently independently, 
emulating those deliberative faculties humans use for setting goals and settling 
questions of value – which, again, cannot be simply stipulated to be impossible 
– they may be thought of as ruling on their own.7 Thus, while human involve-
ment would not be absent from Rule by Algorithms, ruling algorithms would not 
be mere pawns of any human being any more than human decision-makers are 
mere pawns of their parents or teachers.

This short discussion shows that there are no obvious reasons to discard Rule 
by Algorithms as in principle impossible. There may very well be nonobvious 
reasons, supported by further arguments, as well as reasons to think of it as prac-
tically unfeasible. Indeed, if, due to contingent circumstances, we never arrive 
at a level of technological advancement where Rule by Algorithms would be 
possible, reasonably inexpensive, and safe to implement, then introducing it in 
real life will never be an issue. But this does not affect the main argument of 
this paper, which is not about future scenarios for the use of AI in government, 
but rather the philosophical question of what kind of challenge, if any, is posed 
by AI to democracy. Rule by Algorithms is simply a hypothetical scenario which 
I use to draw out conclusions about this question; it can fulfil this role without 
ever being feasible in real life.

A final objection to consider is that the epistocratic argument presented 
above misunderstands the nature of political decision-making. It is false, one 
might claim, to say that there are better and worse decisions in politics, for polit-
ical decisions are about values rather than facts, about clashes and compromises 
between antagonistic interests, rather than puzzles in social engineering where a 
solution can always be singled out as unambiguously optimal. Even if algorithms 
could emulate reasoning about goals and values, there is no sense in which their 
decisions could be better than those of humans, and therefore the epistocratic 
case for Rule by Algorithms evaporates.

This objection, again, relies on certain non-obvious premises which need to 
be argued for before the strength of the objection can be assessed. For example, 
even if in the case of certain value-judgements there is no way to tell which is 

7  Recall, again, that no single algorithm needs to have the capability to do all this on its 
own. It is sufficient if the collective functioning of all the ruling algorithms emulates these 
deliberative faculties without congealing into a single artificial mind.
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better, it seems rather implausible to say that no distinction between better and 
worse decisions can be made when it comes to society’s final goals and basic val-
ues. There is a clear sense in which Nazi Germany’s choice of basic values and 
final political goals were much worse than many alternatives. As authors such 
as David Estlund (1993), Susan Hurley (2000) and Hélène Landemore (2012) 
argued, any plausible conception of politics must accept at least some degree 
of political cognitivism, i.e., the view that some political decisions, e.g., ones that 
promote liberty and prosperity, are better than others, e.g., those that promote 
destitution and tyranny, as an epistemically accessible objective matter of fact. 
With these considerations in mind, what should we think of the epistocratic case 
for Rule by Algorithms?

III. PUBLIC REASON AGAINST RULE BY ALGORITHMS

Some defences of democracy against epistocracy are epistemic in nature. Propo-
nents of epistemic democracy argue, for example, that democracy possesses epis-
temic merits that epistocracy would lack, and is therefore in a better epistemic 
position to identify good political outcomes.8 But since I assumed that Rule by 
Algorithms would outperform human decision-makers, the democratic answer 
to this challenge needs to be non-epistemic.9 A prominent line of non-epistemic 
arguments against epistocracy comes from the tradition of public reason liberal-
ism. Public reason liberals, such as John Rawls (1993) and Gerald Gaus (1996; 
2010), argue that the exercise of political power is legitimate only if it is justifia-
ble to all reasonable points of view, i.e., justified on the basis of reasons that are 
accessible to all reasonable members of society.10

David Estlund puts forward one of the most well-known arguments for the 
claim that epistocracy cannot be jusitified to all reasonable, or, as he calls them, 
qualified points of view (Estlund 2008. 48). Epistocracy justifies the exercise 
of coercive political power by appealing to the better outcomes that experts are 
able to produce due to their epistemic superiority. But as Estlund’s demographic 
objection holds, “it is not unreasonable or disqualified to suspect that there will 
be other biasing features of the educated group, features that we have not yet 
identified and may not be able to test empirically, but which do more epistemic 
harm than education does good” (Estlund 2008. 222). For example, the experts 
may all come from wealthy families or be members of an otherwise dominant so-

8  For more on epistemic democracy see Estlund (2003), Landemore (2012), and Peter 
(2016).

9  There are practical objections to standard epistocracy as well, which I cannot discuss in 
detail here (Viehoff 2016; Arneson 2009).

10  For more discussion on public reason liberalism, the criteria of reasonableness, public 
justification, and other related concepts see Chambers (2010) and Gaus (2015).
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cial group which can make them biased in favour of their own group and against 
others. These distorting factors may detract from their ability to create good 
outcomes for everyone regardless of their epistemic superiority.

Estlund’s argument is not that experts would surely produce biased outcomes. 
His argument is that it is not unreasonable to suspect that they would. It is also 
not unreasonable to reject this suspicion. Reasonable people can disagree about 
whether or not experts would produce the best outcomes. But precisely be-
cause this kind of reasonable disagreement is possible, the rule of experts cannot 
be justified to all qualified points of view potentially subjected to this rule by 
appealing to the consideration that experts would produce the best outcomes. 
Some could reject this consideration on reasonable grounds, and thus subjecting 
the population to the authority of experts would not be publicly justified.

One may argue against Rule by Algorithms in a similar way. Algorithms, how-
ever well they compute, can exhibit bias (Barocas–Selbst 2016; Howard–Bo-
renstein 2018); therefore, one may argue that it is not unreasonable to suspect 
that although algorithms could produce good outcomes, the features that enable 
them to do so may travel with epistemically countervailing features that hinder 
this capacity. John Danaher (2016) formulates a related worry. He points out 
that algorithmic decision-making is often opaque, i.e. algorithms’ decision-mak-
ing mechanisms are not always transparent even to their makers or other ex-
perts. However, legitimate authority has a non-opacity requirement: decisions must 
be made based on reasons and principles that all reasonable or qualified citizens 
can endorse; if these reasons and principles cannot be accessed by citizens, not 
even in principle, then the decisions have no authoritative force and are ille-
gitimate. For it is then never unreasonable for citizens to suspect that opaque 
decision-making mechanisms appeal to principles and reasons which they could 
reasonably reject (Danaher 2016. 251–252).

Note, again, that the argument does not presuppose that ruling algorithms 
are bound to be biased or to appeal to unacceptable reasons in their opaque de-
cision-making. The argument only claims that it is not unreasonable to suspect 
that they would. Again, there may be reasonable disagreement on these worries. 
For example, reasonable people may argue that there are satisfactory safeguards 
against algorithmic bias which ultimately may even prove to be more successful 
in eliminating unfairness in political decision-making than any kind of human 
intervention (Zarsky 2011. 312; Zarsky 2016. 126). The point is that reasonable 
disagreement is possible on this matter, which undermines the legitimacy of 
Rule by Algorithms, as it undermines the legitimacy of standard epistocracy.

Are these arguments successful? I have my doubts. It certainly seems plau-
sible that “as democratic citizens have the right to scrutinise and hold [to] ac-
count the exercise of political power, so algorithmic constituents have the right 
to scrutinise and hold account the exercise of algorithmic power” (Binns 2018. 
553). But political power wielded by humans and algorithmic power wielded 
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by nonpersons without human supervision are fundamentally different. First, it 
is unclear if ruling algorithms would make and enforce rules in the same sense 
human holders of political power do, i.e., by creating authoritative directives 
which we have to obey. Algorithms on social media do not issue directives as 
to which advertisements we must watch or which news we must read. Rather, 
they shape our digital environment in such a way that we cannot help but act in 
certain kinds of ways (Yeung 2017). How similar this form of governance is to 
the traditional exercise of coercive political power is far from clear. But let us set 
aside this issue for the sake of the argument.

A more important difference between ordinary political rule and Rule by Al-
gorithms is that the former requires that someone or some group be placed in 
a position of authority. In that position they are granted rights to treat others 
in ways which are prima facie impermissible. Normally we are not allowed to is-
sue commands and coerce our fellow human beings to obey them. This would 
involve treating them not as moral equals, but as inferior beings subject to our 
private will. Only when the exercise of coercive power by some persons over others 
is publicly justified, is this threat averted. In other words, the demand of public 
justification is based on the fact that one person wielding coercive power over 
another carries an extremely high risk of moral injury, i.e., that of treating others 
as non-equals.

The reason why many authors endorse democracy is precisely because insofar 
as it distributes political power equally it does not threaten but rather affirms in-
dividuals’ standing as equals (Christiano 2008). In a well-functioning democracy 
no one has the power to subject the polity to their private will, for citizens have 
an equal say in shaping political outcomes; in effect, no one rules over anyone 
(Kolodny 2014. 227). In contrast, non-democratic arrangements, e.g., epistocra-
cy, as Estlund notes, “introduce an extra element of rule of some by others, and 
that element is subject to the qualified acceptability requirement, whereas its 
absence is not” (Estlund 2008. 219). Note, however, that the rule of some by 
others is also absent under Rule by Algorithms. In Rule by Algorithms the ruling 
is done by nonpersons, and therefore no one is threatened with being subjected 
to anyone else’s private will.11 Algorithms have no private will. For this reason, 
Rule by Algorithms seems to be on a par with democracy at least insofar as it also 
does not introduce the “extra element of rule of some by others”.

This clarifies why I focus on the special case of Rule by Algorithms rather 
than Rule by AI more generally. If Rule by AI meant simply creating an artifi-
cial person with a single mind and extraordinary decision-making capabilities 
to rule over others, similarly to Bostrom’s dystopia, then the case would not be 
significantly different from ordinary epistocracy. If artificial dictators are subject 

11  Recall the distinction between Rule by Algorithms and Rule by Software Engineers 
from the previous section.
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to the same moral requirements as human ones, then it seems that Estlund’s 
anti-epistocratic argument, if successful, would reject this form of Rule by AI as 
well.12 The same is not true of Rule by Algorithms, however. Under Rule by Al-
gorithms citizens are not ruled by anyone, for the ruling algorithms – not persons 
themselves – are sufficiently independent and intelligent not to be thought of 
as mere extensions of any person who have been involved in their making. Citi-
zens are instead ruled by impersonal mechanisms which can be expected to reli-
ably produce good political outcomes. Why should we reject such a proposition?

Of course, the claim that neither democracy nor Rule by Algorithms involves 
unjustified power hierarchies does not imply that one can never object to de
mocratic or algorithmic decisions. If either democracy or Rule by Algorithms 
produced overt injustices, their rule should be condemned and resisted. Politi-
cal decision-making, whether automated or not, should always take place in an 
institutional environment where strong, e.g., constitutional, guarantees guard 
against the worst injustices, protect human rights, individual liberty, and so on. 
Democracy, epistocracy and Rule by Algorithms should always be subjected to 
such restraints. Here we do not discuss the legitimacy of the unrestrained abso-
lute dictatorship of algorithms, experts or majorities, as these are non-starters for 
any theory of legitimate authority.

Note that even if the dangers of absolute algorithmic dictatorship are averted, 
reasonable worries remain that Rule by Algorithms would not produce the best 
outcomes. But these alone, absent potentially problematic asymmetric power 
relations, are insufficient to disqualify Rule by Algorithms the same way they 
disqualify epistocracy. Democracy can be reasonably suspected not to produce 
the best outcomes as well. Even if one is convinced of the wisdom of the crowds, 
one is not necessarily compelled to think that crowds are always the wisest. 
Thinking that non-democratic forms of decision-making would be epistemically 
superior to democracy is not an unreasonable view. But the reasonable suspicion 
of epistemic suboptimality only has illegitimating force when it is coupled with 
the introduction of asymmetric power relations. Estlund’s argument, in the end, 
is that reasonable people can suspect that under epistocracy they would sacri-
fice their political equality for nothing; for epistocracy may fail to deliver the 
great outcomes it promises. But what exactly would be sacrificed under Rule 
by Algorithms? Certainly not equality, which seems to trigger the demand of 
public justification in Estlund’s argument. Then what? In the next section I will 
provide an answer to this question.

12  Many authors challenge Estlund’s argument (e.g., Lippert-Rasmussen 2012). Even if 
it fails, however, my point holds for the general approach of using public reason liberalism 
against Rule by Algorithms.
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IV. DOMINATION BY ALGORITHMS 

In my view, the test Rule by Algorithms fails is not that of equality but that of 
freedom. Political philosophers generally agree that political institutions should 
cater to citizens’ freedom to some extent. For many authors, this means pri-
marily the protection of certain basic liberties which carve out, for each citizen, 
spheres of non-interference within which said citizen’s freedom can be exer-
cised.13 Ruling algorithms should, in principle, have no problem with securing 
these basic liberties for citizens and thus one might believe that there is no 
reason to think of them as particularly grave threats to freedom.

However, as philosophers – especially within the so-called republican tradition 
(Lovett–Pettit 2009) – pointed out, freedom is threatened not only by interfer-
ence in what is usually thought of as individuals’ private affairs, guarded by their 
liberty rights, but also by relations of domination. Domination is a complex idea, 
but it may be initially defined – although this definition will be revised later – as 
subordination to an alien will (Pettit 2012a. 79) exemplified most clearly by the 
relationship of the master and the slave. A slave remains subordinated to the 
will of the master even when said master decides out of benevolence never to 
interfere with the life of the slave.

Similarly, citizens may remain unfree in significant ways if certain subordina-
tion relations obtain, which may be the case even if their liberty rights are never 
breached. For example, even if a benevolent dictator – or a panel of experts 
under epistocracy – were to define liberty rights exactly in the desirable ways, 
e.g., granting free speech, free association, occupational freedom and all other 
important liberties, citizens may still be thought of as not having their freedom 
sufficiently protected, insofar as their liberties depend entirely on the benevo-
lence of the dictator or the goodwill of the experts. Non-domination, as republi-
cans often argue, requires not only that laws protect citizens’ liberty rights, but 
also that citizens exercise control over legislation and political decision-making 
in general through democratic institutions (Pettit 2012b).14

Rule by Algorithms may seem immune to this challenge. Domination is most 
often thought of as a matter involving two persons, one dominated and one 
dominating. But as I noted so emphatically in the previous sections, algorithms 
are not persons, and as such, one may argue, they cannot dominate. I would 
dispute this point. In my view, domination or something very similar to it is 
possible without dominating agents. Some authors forcefully deny this claim 
(Lovett 2010. 47–49), while others point to oppressive social structures, such as 

13  A view roughly along these lines is presented, for example, in Rawls’s A Theory of Justice 
(Rawls 1999. 177–178).

14  Note that in this paper I do not endorse the republican doctrine that domination is the 
only threat to freedom, and that there is nothing more to freedom than non-domination. I only 
claim that non-domination is an important aspect of freedom.
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patriarchy or perhaps capitalism as potential non-agential sources of domination 
(Gourevitch 2013; Einspahr 2010). I would like to focus on a different case of 
non-agential domination proposed by Gwilym Blunt (2015), who invites us to 
imagine a scenario in which an unjust apartheid system is set up 

by a legislator who then promptly dies. The laws are impartially enforced, not by the 
privileged group, but by a series of automatons; they enforce the law impartially and 
cannot be reprogrammed. In this case, all groups have no influence over their status, 
even though one group is privileged, they cannot be said to dominate the others since 
they do not have systemic or interactional arbitrary power. They do not even act as 
agents of domination. The automatons cannot be said to dominate since they are not 
agents, but only machines with no will of their own. The legislator cannot be said to 
dominate after laying down the law, since he is dead and has no agency. It seems at least 
possible that this would be an instance of ‘pure’ systemic domination. (Blunt 2015. 18)

One may dispute that this is in fact domination. Still, it is clearly a worrying case 
of restricting individuals’ freedom. Even if it were shown that some terms other 
than domination would be more appropriate for the analysis of this case, this 
would not affect my argument greatly, as it is not premised on a domination-only 
view of freedom. For this reason, I will continue using the term “domination”, 
acknowledging that if other terms are proven to be more suitable for this discus-
sion, they should be adopted instead.

Now imagine that in Blunt’s example the automatons are in fact algorithms 
that do not uphold an unjust apartheid system, but rather produce good out-
comes; furthermore, they do not enforce the will of a deceased legislator, but 
rather act upon their own determination as autonomous AI systems. Would 
domination still obtain? In other words, do those characteristics of Blunt’s ex-
ample that engender domination carry over to Rule by Algorithms as I describe 
it? In my view, they do. The automatons in Blunt’s example do not dominate 
because they uphold an unjust apartheid system. As the example of the benevo
lent dictator shows, domination may obtain under a relatively just system as 
well; the dictator may defend basic liberties, introduce fair distributive policies, 
and so on – still, citizens remain dominated under the dictator’s rule.

The automatons also do not dominate because they carry out the will of a 
deceased person. Although previously I defined domination as subordination to 
an alien will, it is important to see exactly what it is about such subordination 
that threatens freedom. Michael Blake notes in a seminal paper that domination 
violates “the autonomy of the individual by replacing that individual’s chosen 
plans and pursuits with those of another” (Blake 2001. 272). This replacement 
or substitution of wills seems to be an essential element of domination. There 
are two aspects to domination so understood, however. One is the muting of the 
individual’s will, the rendering ineffective of the dominated person’s choice to 
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pursue certain plans. The other is the replacement of that will with the will of 
someone else. I would argue that the first is sufficient for domination, or at least 
for the type of loss of freedom that is relevant both in Blunt’s example and in 
the case of Rule by Algorithms.

Imagine an evil scientist who implants a chip in my brain. Every time I would 
make a decision about my career, for example, the chip turns off my deliberative 
faculties and selects a choice randomly. The scientist does not choose my career 
for me; it is possible that the scientist and I never cross paths again, she has no 
idea how I live my life and has no way of interfering with my choices anymore. 
She does not control me in any sense of the word, nor does she replace my will 
with hers; rather she merely mutes my will handing over this aspect of my life 
to pure chance. Still, this clearly subtracts from my freedom. I cannot pursue 
occupations that I find rewarding, establish work-life balance on my own terms, 
and so on, for my will regarding these matters is rendered weightless.15

In some cases, therefore, we can be unfree simply because a situation is so 
arranged that our will does not matter. This doesn’t require that anyone else’s 
matter more. There may be no one whose will does, and yet we remain un-
free. Could intelligent algorithms render us dominated or at least unfree in this 
sense? They certainly could. Under Rule by Algorithms the rules that govern 
the shared life of the polity are made without the contribution of citizens; in-
deed, they are made without the contribution of anyone. Citizens’ will regarding 
the terms of social cooperation is entirely irrelevant, impersonal mechanisms 
take care of settling all political matters.

Naturally, one is not always unfree when one’s will does not matter. It does 
not matter that I wish to be able to breathe in outer space without aid; I simply 
cannot. This fact does not detract from my freedom one bit. As Isaiah Berlin 
famously remarks, “mere incapacity to attain a goal is not lack of political free-
dom” (Berlin 2002. 169). But citizens’ inability to influence political decisions 
under Rule by Algorithms is not mere incapacity. They are subject to an artifi-
cial, human-made arrangement that they have brought into being and are able 
to change, even if that takes a major effort. Under this arrangement, although 
there is no one ruling over them, citizens also have no opportunity to weigh in 
on certain decisions which, many argue, would be crucially important for estab-
lishing their standing not only as equal, but also as free citizens of society. For 
as Ronald Dworkin notes,

15  None of this is to say that the scientist should not be held responsible for what has hap-
pened to me. It seems very plausible to me that the scientist is indeed responsible and should 
be blamed for all the misfortunes that ensued from her operation. It is the scientist’s fault that 
I am unfree, but I am not unfree because she substitutes her will for mine.
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We cannot make our political life a satisfactory extension of our moral life unless we 
are guaranteed freedom to express our opinions in a manner that, for us, satisfies mor-
al integrity. […] But the demands of agency go beyond expression and commitment. 
We do not engage in politics as moral agents unless we sense that what we do can 
make a difference, and an adequate political process must strive, against formidable 
obstacles, to preserve that potential power for everyone. (Dworkin 2002. 201–202)

Delegating all political decisions to impersonal mechanisms would threaten our 
standing as free moral agents capable of and entitled to reason and make choices 
about the most fundamental aspects of our shared life in society. This, I believe, 
is sufficient reason to resist transition to Rule by Algorithms.16

If this is right, then the reason why Rule by Algorithms should be rejected is 
not that we can raise reasonable doubts about its effectiveness but that it impos-
es impermissible constraints on our freedom. For freedom is not something we 
can trade for greater economic efficiency or growth, more innovation, or what-
ever else is promised by the superior political decision-making of Rule by Algo-
rithms. Rule by Algorithms threatens to take away control over certain aspects 
of our shared social and political life without which we cannot view ourselves as 
free and equal citizens living in a just society.

V. CONCLUSION

I do not believe that algorithms will rule us anytime soon. Still, there are impor-
tant conclusions to be drawn from the discussion above. The rise of algorithmic 
decision-making, not only in government and politics, but also in other areas of 
life, raises innumerable questions and problems. Some of these, such as opacity 
or bias, serious as they are, can be expected to be mitigated via technical and 
institutional solutions (Lepri et al. 2018; Danaher 2016. 258–265). Others, how-
ever, force us to carefully reflect upon the basic principles and values according 
to which we organize society. The automation of decision-making through AI 
systems, including intelligent algorithms, promises to increase efficiency and 
the quality of outcomes if we are willing to give up control. Control over certain 
aspects of our lives, however, is constitutive of our freedom both as private indi-
viduals and as democratic citizens.

16  Some authors doubt that democratic participation rights are in fact constitutive of cit-
izens’ freedom in society (Brennan 2016b). For a defence of the position that they are, see 
Gould (1990), Hanisch (2013), and Rostbøll (2015).
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We need to understand what we risk when we hand over some or all of these aspects 
to impersonal mechanisms which promise to take better care of us than we ourselves 
could. Note that this promise does not have to be false. Decision-making algorithms 
may prove to be good stewards to our interests, even outstanding ones. And yet we 
may incur serious losses for which the gifts of hypercompetent algorithmic govern-
ment, full or partial, may not be able to compensate. Here I discussed one such po-
tential loss, i.e., the loss of freedom, and suggested that the introduction of forms of 
algorithmic decision-making that threaten with this kind of loss should be resisted. 
This is an important insight even if full Rule by Algorithms is but a distant possibility, 
for even the partial automation of political decision-making can diminish democratic 
control in ways which threaten citizens’ freedom. Further research is needed for spell-
ing out how these considerations translate into more tangible regulatory measures. 
Still, I hope that I made some steps toward the right direction and drew attention to 
some of the important aspects of these problems.
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